Machine Learning Assignment 64

Colby Roberts
November 16, 2020

64-2

1.5@

You can use WHERE

« The % is a wild-cs Columbia starts with

Find the country tha Find the countries

SELECT name FRO!
WHERE name LII

SELECT name M

O
WHERE name LIK

Submit SQL

> ® 6 ©

Find the countries tt Greaca han a dodbl

SELECT nam o Find the country th
WHERE name LIKI

SELECT name FRO!
WHERE name LII

ubmit SQL e
Submit SQL

3. © 7. ©9 9

Lesotho and Moldova

Luxembourg has an x Bahamas has three .

Find the countries th

Find the countries

Find the countries tf name FROM

name LIKE

SELECT name FRO!
WHERE name LII

SELECT name FROM
WHERE name LIK

R Submit SQL
bmit SQ Submit SQL

n 3 10.©



64-3

0 x=0
0 r=1
P =X(X-1)(X-2)) =40 =2
6 =3
X(X —1)(X —2) otherwise
A:{0,1,2,3}
B-P(X>15)—1+0—1
' =766
1 1
C:P(0<X<2):0+§+0:g
P(X = X <2 VA .
DPX—ox <) = LX=00X<2) ﬁﬁ?)
P(X <2) t5+3)
2 3
P(Auc*):g&zP(BuC):1

P(A) - P(C) = % & P(B). P(C) = z
3 1
P(C) = 51y & PO = 5
2 3
— 3.P(4)  4-P(B)
3-P(A)  4-P(B)
:>%mm:mm
=¢mngpw)
(AUBUC):%
P(4)- P(B) - P(C) = 13
s 40\ 11
) 7@ (575;) ~ 1
11
zP(B):E
4w
:>P(C’):3.11 I
18
9 11 11
:>P(A):§.18:T6



P(Team A) + P(Team C) = 0.6
P(Team B) 4+ P(Team D) = 0.4
= P(Team B)

P(Team C) =2 - P(Team D)

( )

( )

P(Team) = { P(Team A)
( )

P(Team A) + P(Team B) + P(Team C) + P(Team D) =1

P{FeamA) + P(Team B) + P{Feam G} + P(Team D) =1 — 0.6
P(Team B) 4+ P(Team D) = 0.4

1
P(Team A) + §P(Team C)=04
1
P(Team A) + 5(0.6 — P(Team A)) =0.4

1
§P(Team A)+03=04

P(Team A) = 0.2
— P(Team B) =0.2
= P(Team C) = 0.4
= P(Team D) =10.2

64-4
A

For the training data set the cubic regressor would be more accurate than the linear regressor because the linear
regressor would be under fitted to the training data set compared to the cubic regressor, especially if the training
data set zig-zags.

B

The linear regressor would be more accurate because the cubic regressor would be over fitted for the linear data, so
the linear regressor would be more accurate.

C

For the training data set the cubic regressor would be more accurate than the linear regressor because the linear
regressor would be under fitted to the training data set compared to the cubic regressor, especially if the training
data set zig-zags.

D

The cubic regressor would be more accurate because the linear regressor would be under fitted for the non-linear
data, so the cubic regressor would be more accurate.



